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Johan

• Independent OpenVMS Consultant since 2018

• 42 years of experience with OpenVMS

• 32 years at Digital/Compaq/HP

• OpenVMS Ambassador since 1997

• Member of OpenVMS Engineering (2003-2004)

• Areas of expertise include:

• OpenVMS systems management

• Disaster-tolerant VMSclusters

• Centralized monitoring

• Automated operations

• Platform migrations

• Launched CockpitMgr in the early 90s



History



1993: Digital launches Polycenter
• A marketing term that covers multiple point solutions

• Includes problem management, performance management, storage 
management, automation,  network management, security management, ...

• Previously existing management products have been rebranded

• “Assists network and system managers in planning and managing an open 
and integrated distributed environment”



What can we say?

• Excellent point solutions

• Ideal for managing VMS environments in the early nineties

• Standalone systems, along with CI and DSSI clusters situated in a single datacenter

• Storage that is either locally attached or connected through HSC/HSJ/HSD 
controllers

• The marketing strategy did not inspire any integration of products

• Each product is equipped with its own configuration utility, notification systems...

• First versions of CockpitMgr featured configuration utilities and some 
integration of Polycenter products



Technology and customer demands evolve…
• Multi-site disaster-tolerant VMSclusters

• The network is now integrated in the cluster

• Internet technologies

• Web browser for event alerts and reporting

• XML for data storage, XSLT for transforming XML to HTTP

• Cell phones 

• Text messaging is ideal for urgent or significant event notifications 

• SAN

• Storage is becoming more detached from the systems

• Increased security demands

• SSH



Let’s build a cockpit

• In 1996, CA acquired Polycenter, but we did not foresee a bright future for 
its products.

• Consequently, we opted to develop a fully integrated solution from the 
ground up, incorporating the latest technologies to address real customer 
needs.

• Our aim was to develop a dedicated system to monitor and manage the 
entire OpenVMS production environment, which includes systems, 
consoles, network, storage, security, log files, performance, and 
configuration changes.

• This system, known as "the cockpit," operates on an OpenVMS platform 
and consolidates information from many sources.



Today

• CockpitMgr evolved to the most comprehensive toolset available in the 
industry, assisting VMS system managers with their daily tasks.

• Created by VMS system managers, for VMS system managers.

• A single product that consolidates the expertise of numerous system managers.

• Continuously enhancing its features with regular updates.

• Utilized globally by major OpenVMS customers.



Introduction to CockpitMgr
• Monitoring

• Console Manager

• System Monitor & Extensions

• Network & Storage monitoring with SNMP

• More utilities that generate events

• Event Engine

• Notification

• Integration with the enterprise

• Utilities 
• Job Scheduler

• Census

• NETDCL

• Backup



Monitoring

Console 
Manager

System 
Monitor

Network & 
Storage 
Monitor



Monitoring

• Monitoring is the continuous and systematic observation of the health and 
performance of IT services and their underlying infrastructure.

• It aims to identify potential issues, trends, and opportunities for improvement, 
ensuring that services operate as defined by the business.

• Monitoring can be either:

• Active: make regular checks and poll services.

• Passive: receive alerts generated by the services themselves.



Event
• Any piece of information received by a monitor will be categorized as an event.

• An event has multiple attributes:

Sequence Number Unique number

System Node or cluster name

Subsystem The item to which the event relates

Name A meaningful name

Class System, Network, Storage, Security…

Text The message text

Priority Critical, Major, Minor, Warning, Clear

Time stamp Date and time the event occurred

Source Application that generated the event

Owner Assigned owner

Solution A solution description



E.g. Process ABC is missing on node PROD1

Sequence Number 3753

System PROD1

Subsystem ABC

Name ProcessMissing

Class System

Text Process ABC is missing

Priority Critical

Time stamp 14-JAN-2025 12:35:20.44

Source CockpitMgr System Monitor (PRODUCTION)

Owner

Solution



Monitoring

Console 
Manager



Consoles – the very early days



Console OPA0:

16

Console Manager



Console OPA0:
Terminal Server

Messages

Store console activity on disk

Search console output for specific text strings and patterns

Connect to Console
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Cockpit with Console 
Manager Software

Console Manager



Console Manager

• CockpitMgr provides complete console management:

• Connect to remote system console

• Log console activity for further reference

• Search console output for specific text strings or patterns

• Comes with many up-to-date scan profiles (set of text patterns to search for)

• OpenVMS, VMScluster, Shadowing, LAN failover, TCP/IP ....

• VAX, AlphaServer, Integrity and x86 messages

• Layered products such as SLS, ABS, MDMS, Rdb, DCPS ...



Terminal Servers
• Enables access to remote serial console ports of servers, network & storage 

equipment…

• Classic DECserver

– End of life

– 10Mb network connections

– No SSH

• CockpitMgr now supports 2 new terminal servers (telnet and SSH)

– Perle IOLAN

– Digi Connect IT

• No terminal server needed for consoles of: 

– Integrity servers via MP

– Emulated VAX & Alpha’s 

– OpenVMS on x86



www.digi.com

www.perle.com
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System Monitor

• The System Monitor operates from the cockpit and interacts with an Agent 
located on each VMS production system.

• The monitoring requirements are established centrally within the cockpit.

• Connections occur at set time intervals.

• Only connections from a “trusted” cockpit are permitted.

• This system is implemented using non-transparent DECnet task-to-task 
communication, TCP/IP socket programming and SSL programming.

• A single configuration file manages the monitoring of multiple nodes and 
starts one instance of the System Monitor.



$ COCKPIT EDIT

PROD

QA

DEVL

Command line utility to 
create configuration 
files

Each configuration file 
defines several systems and 
clusters to monitor

System Monitor for PROD

System Monitor for QA

System Monitor for DEVL

One instance of the 
System Monitor is 
started per 
configuration file

System 
Agent

on node 
PROD1

System 
Agent

on node 
PROD2

System 
Agent

on node 
PROD3

System 
Agent

on node 
QA2

System 
Agent

on node 
QA1

System 
Agent

on node 
DEV1

TCP/IP

System Monitor instructs 
the System Agent what and 
when to check. 
Agent sends results.



What is monitored?

• System accessibility

• Changes  in hardware error counters

• Time difference (considering time zones)

• Processes
– Is a process present on a node or cluster-wide?

– UIC specification is optional

– Wildcards can be used in the process name (including check on minimal number of 
occurrences)

• Disk
– Available free space

– Disk state (mount verification, not mounted, write-locked…)

– High-water marking

– Erase-on-delete



What is monitored? (cont.)

• Shadow sets

– Is a disk missing as shadow set member?

– Are the shadow set members doing copy and merge operations?

– Is a disk an unexpected member of a shadow set?

• Queues
– Status of queue manager

– Status of batch and print queues

– The number of pending jobs on a batch queue

• Checks presence of batch jobs (specified by name, user, queue, parameters…)

– Supports generic queues



System Monitor key features

• Monitoring of each item can be limited to specific times during the week

• Items can be checked per node or per cluster

• Wildcards are applicable

• A quick configuration tool is provided

• Automatic repair actions can be set up

• The System Agent allows for straightforward expansion with custom 
monitoring modules



Extensions

• You have the option to create your own extensions

• API

• DCL

• Maintain your custom monitoring software modules and integrate them 
smoothly into the cockpit

• Input events into the System Agent, which will relay them to the cockpit

• There is functionality to add, update, and clear events

• CockpitMgr includes 7 extensions that can be activated for each system



$ COCKPIT EDIT

PROD

Q
A

DEVL

Command line utility to 
create configuration 
files

Each configuration file 
defines a number of 
systems and clusters to 
monitor

System Monitor for PROD

System Monitor for QA

System Monitor for DEVL

One instance of the 
System Monitor is 
started per 
configuration file

System 
Agent

on node 
PROD1

System 
Agent

on node 
PROD2

System 
Agent

on node 
PROD3

System 
Agent

on node 
QA2

System 
Agent

on node 
QA1

System 
Agent

on node 
DEV1

TCP/IP

System Monitor instructs 
the System Agent what and 
when to check. 
Agent sends results.

Ext Ext Ext

Ext

Customized extensions feed 
events into the Agent



1. Integrity Hardware Checks

• Developed utilizing the IPMI API

Intel’s Intelligent Platform Management Interface comprises a collection of 
standardized guidelines for managing hardware platforms

• Monitors whether temperatures are within acceptable limit

Includes ambient, internal, processor, DIMMs, I/O riser boards, and Power Supplies

• Evaluates fan conditions and verifies if fan tach readings are within 
appropriate ranges

• Identifies power supply failures

• Monitors battery status

• Detects if the chassis has been opened and hardware has been taken out



2. Smart Array Controllers
Monitors StorageWorks Modular Smart Arrays (MSA) and Controllers

• Controller status

• Cache status, battery status, parity errors

• Physical disks status and predictive errors

• Status of logical units

• Reporting on failed drives and spare disk activation

• Progress of recovery of logical unit

• SSD errors

• Configuration changes



3. Volume Checker

• Looks for selected files that became large

• Searches for files that have a high version number

• Checks directories that contain a large number of files

• Compares the overall file count on the disk with the maximum files allowed

• If disk quotas are active, identifies accounts nearing their quota limit or those 
that have exceeded it



4. ACMS Monitor
• The System Agent Extension verifies the availability, features, and pool 

utilization of ACMS applications running on a system. 

• It requires a configuration file that enumerates ACMS applications to monitor, 
along with their associated server processes and defined min/max thresholds.  

• Checks occur every minute based on the results of ACMS/SHOW SYSTEM and 
ACMS/SHOW APPLICATION

• Is ACMS properly initiated?
• Is each ACMS application in the “Started” state? 
• Is the available pool above the specified threshold?
• Are all server processes present?
• Are the minimum and maximum numbers of server processes accurate?
• Has any server process reached the maximum number of active processes?
• Is the count of active and free processes below the minimum threshold?
• Are there waiting tasks?



5. LAN device monitor

• Ensures that the current LAN device settings comply with the desired ones.

• Validates that all components of a LAN failover device are in an "Up" link status.

• Checks performed every minute.

DEVICE _EIA0: /SPEED=1000 /AUTONEGOTIATE /FULL_DUPLEX /NOJUMBO /LINK_STATE=UP  

DEVICE _EIB0: /SPEED=1000 /AUTONEGOTIATE /FULL_DUPLEX /NOJUMBO /LINK_STATE=UP  

DEVICE _EIC0: /SPEED=1000 /AUTONEGOTIATE /FULL_DUPLEX /NOJUMBO /LINK_STATE=UP  

DEVICE _EID0: /SPEED=1000 /AUTONEGOTIATE /FULL_DUPLEX /NOJUMBO /LINK_STATE=UP  

DEVICE _LLA0: /LINK_STATE=UP /DEVICES=(EIB,EID)



6. FC path monitor

It is a good practice to choose at system startup time a dedicated path for 
each disk.

The FC path monitor checks every minute: 

• Are all paths to a disk available?

• Is the current path the preferred one?

• Are there time-outs on certain paths?

• It also uses the SDA FC extension to detect disks with slow I/Os and gather 
DIOrate performance data for graphing.



7. SCA monitor

• Packet Retransmits

• According to the SCA specification, there should be no more than 1 packet 
retransmission for every 1000 transmissions among any two members of a 
cluster.

• The SCACP utility offers these metrics. Values are calculated hourly. 

• Cluster Credit Waits

• CLUSTER_CREDITS specifies the number of per-connection buffers a node 
allocates to receiving cluster communications. A shortage of credits causes 
delays in message transmissions.

• Number of credit waits should not be more than 1 per minute.



Monitoring

Network & 
Storage 
Monitor



Storage & Network

• Storage

• Storage is located within a SAN

• Local storage is configured behind a RAID controller

• Redundant storage configurations are built, ensuring operations to continue 
following a single failure

• Network 

• Serves as the cluster interconnect

• Any network issue can directly impact the VMS cluster

• Systems become unusable in the event of network complications

• The System Agent and Extensions function at the VMS level

• What can we do beyond the server?



SNMPtrap Listener
• An SNMPtrap is a notification sent from a network device, storage system, 

or application to the cockpit, alerting system managers about important 
events or changes

• It consists of a UDP packet sent to port 161, with its binary data defined by 
associated MIB files for the specific device or application

• The SNMPtrap Listener captures and processes these traps, converting the 
binary data into an event

• It is advisable to set up all your devices to send SNMPtraps to the cockpit

• CockpitMgr offers many pre-configured SNMPtraps from various device 
types, simplifying the setup without requiring extensive MIB knowledge

• Supported device types include:

• 3PAR, Primera, Alletra, EVA, and HDS storage systems

• Brocade and Cisco SAN switches and routers

• Cisco Catalyst and Nexus switches



Monitoring with SNMPgets

• The System Monitor has been extended, and next to the monitoring of 
OpenVMS systems it is also capable of monitoring selected device types.

• Use SNMPgets to query the SNMP agents on selected devices.

• No MIB expertise required: configuration requires only hostname, device 
type, credentials, and list of ports to check.

• Typically,  we monitor port states, error counters and device-specific 
diagnostic information. In some cases, we also collect performance data.

• Examples: 

– Blade enclosures and Virtual Connect modules

– Cisco Catalyst  and Nexus (including trunks, VLANs, and etherchannels).

– Fibre Channel Switches, routers and access gateways



$ COCKPIT EDIT

PROD

QA

DEVL

System Monitor for PROD

System Monitor for QA

System Monitor for DEVL

System 
Agent

on node 
PROD1

System 
Agent

on node 
PROD2

System 
Agent

on node 
PROD3

System 
Agent

on node 
QA2

System 
Agent

on node 
QA1

System 
Agent

on node 
DEV1

TCP/IP

Ext Ext Ext

Ext

SNMP

SNMP

STORAGE

NETWORK

Monitor for STORAGE

Monitor for NETWORK

Network Device 1 Network Device 2

Storage Device 1 Storage Device 2



SNMP-based monitoring

• Development is driven by customer demands.

• Support for SNMP versions 1, 2c, and 3, including authentication and privacy 
features.

• CockpitMgr offers the following DCL commands:

• SNMPGET

• SNMPWALK

• SNMPSET

• SNMPTRAP

• This is not a port of open-source software. All SNMP utilities are developed 
in-house.



Beyond SNMP

• cURL (client URL) is a command-line utility designed for transferring data 
between servers and devices, supporting protocols such as HTTP and HTTPS

• CockpitMgr utilizes cURL to query devices for status updates and 
configuration information

• Responses usually come in JSON format, allowing structured data retrieval. 
CockpitMgr developed its own JSON parser.

• Examples include:

• 3PAR / Primera / Alletra (using Web Services API)

• Hitachi VSP

• Synergy



Environmental 
Monitoring

Non-OpenVMS 
systems

Performance 
Watcher

Real-Time 
Security Event 

Monitor

Logfile 
Browser

More utilities that generate events



Performance Watcher

• The Performance Watcher identifies potential signs of system 
performance degradation.
– CPU utilization (also categorized per mode)

– Memory usage

– Utilization of page and swap files

– Looping processes

– Idle processes

– Processes in special wait state (RWAST, RWMBX…)

– Utilization of process quota’s

• CockpitMgr gathers certain performance metrics and presents the 
data in graphical form in a web browser.
– This is not intended to be an alternative for utilities like T4 or Perfdat.



Real-time security monitoring

• The AUDIT_SERVER is a system process that manages security auditing. Its 
responsibilities include:
– Alarms and notifications: logs messages to OPCOM and sends security alerts to 

operator terminals

– Audit logging: maintains a security audit log file SECURITY.AUDIT$JOURNAL

– It tracks and records security events based on site-defined settings.

• CockpitMgr security event monitor
– Based on events detected by the Audit Server.

– Converts a security event into a CockpitMgr event.

– It enables system managers to monitor the security of system and data in real-time.

– It may help in troubleshooting some application problems



AUDIT_SERVER

Console

ANALYZE/AUDIT

OPCOM

Security Audit File

$ SHOW AUDIT

System security alarms currently enabled for:

ACL

Authorization

Breakin: dialup,local,remote,network,detached,server

Logfailure: batch,dialup,local,remote,network,subprocess,detached,server

FILE access:

Failure: read,write,execute,delete,control

BYPASS: delete

System security audits currently enabled for:

ACL

Authorization

Breakin: dialup,local,remote,network,detached,server

Logfailure: batch,dialup,local,remote,network,subprocess,detached,server

FILE access:

Failure: read,write,execute,delete,control

BYPASS: delete

%%%%%%%%%%% OPCOM 1-APR-2025 11:01:37.20 %%%%%%%%%%%

Message from user AUDIT$SERVER on L15S36

Security alarm (SECURITY) and security audit (SECURITY) on L15S36, system id: 12914

Auditable event: Remote interactive login failure

Event time: 1-APR-2025 11:01:37.20

PID: 000950A5

Process name: _RTA1:

Username: <login>

Terminal name: RTA1:, _RTA1:, X01S03::MICHIELS

Remote node fullname: LOCAL:.X01S03

Remote username: MICHIELS

Status: %LOGIN-F-NOSUCHUSER, no such user



AUDIT_SERVER

Console

ANALYZE/AUDIT

MBX

OPCOM

Security Audit File

$ SHOW AUDIT

System security alarms currently disabled

System security audits currently enabled for:

ACL

Authorization

Breakin: dialup,local,remote,network,detached,server

Logfailure: batch,dialup,local,remote,network,subprocess,detached,server

FILE access:

Failure: read,write,execute,delete,control

BYPASS: delete

%%%%%%%%%%% OPCOM 1-APR-2025 11:01:37.20 %%%%%%%%%%%

Message from user SYSTEM on L15S36

%SECURITY_LOGFAI, Remote login failure detected, initiated by LOCAL:.X01S03::MICHIELS (no such user)

CPT$security



Log File Browser

• Review batch and application logs for errors.

• Create a list of text strings or patterns to look for in each file.

• Can be utilized with open files.



Environmental monitoring

• SNMP-based monitoring of:

– Temperature & Humidity sensors

– Power Distribution Units

– Door sensors

– UPS



Monitoring Linux and Windows systems

• Linux System Agent

– Monitors processes and file system free space

– Monitoring scripts can be used as Agent Extension

• Windows

– Monitoring by querying the SNMP Agent

– Processes, services, disk space, CPU and memory utilization

• Linux Syslog and Windows Event Log can be sent to cockpit 

– Use Syslog format

– CockpitMgr includes a Syslog Server

– Syslog messages are searched for text strings or patterns



Event 

Engine



Event Engine

• The Event Engine centralizes all events and prepares them for notification.

• Prior to sending out notifications, additional processing may occur on events:
• Modifying specific attributes

• Correlation: if both the system and subsystem match, one event can clear another, 
thereby combining two events into one

• Transforming event text: for example, an error code can be translated into a more 
understandable message

• Preventing duplicates

• Initiating an automatic repair process

• The processing is governed by a rule-based framework.



Example

• Scan the console output for “Device * is offline.”

%%%%%%%%%%%  OPCOM  10-FEB-2025 11:24:45.08  %%%%%%%%%%%

Device DSA1: is offline.

Mount verification is in progress.

• Scan the console output for “Mount verification has completed for device *”

%%%%%%%%%%%  OPCOM  10-FEB-2025 11:24:45.09  %%%%%%%%%%%

Mount verification has completed for device DSA1:

• It is obvious that when the same device name appears in both messages, 
the second message indicates that the device has returned to normal 
functionality.

• The objective is now to resolve the first event using the second one and 
combine both events into one.

• This can be achieved by implementing three rules within the Event Engine.



%%%%%%%%%%%  OPCOM  10-FEB-2025 11:24:45.08  %%%%%%%%%%%

Device DSA1: is offline.

Mount verification is in progress.

Rule1: PREPROCESS /NAME="OpenVMS_DEVICE_OFFLINE“ /NEWSUBSYSTEM=("Device",2) 

Sequence Number 44729

System L15S50

Subsystem

Name OpenVMS_DEVICE_OFFLINE

Class OpenVMS

Text Device DSA1: is offline.

Priority Critical

Time stamp 10-FEB-2025 11:24:45.28

Source CockpitMgr Console Manager

Owner

Solution

Start counting at “Device” in the 
event text and take the second 
word to replace the subsystem.

DSA1:



%%%%%%%%%%%  OPCOM  10-FEB-2025 11:24:45.09  %%%%%%%%%%%

Mount verification has completed for device DSA1:

Rule 2:  PREPROCESS /NAME="OpenVMS_MOUNT_VERIFICATION_COMPLETED“ /NEWSUBSYSTEM=("device",2)

Sequence Number

System L15S50

Subsystem

Name OpenVMS_MOUNT_VERIFICATION_COMPLETED

Class OpenVMS

Text Mount verification has completed for device DSA1:

Priority Warning

Time stamp 10-FEB-2025 11:24:45.30

Source CockpitMgr Console Manager

Owner

Solution

Start counting at “device” in the 
event text and take the second 
word to replace the subsystem.

DSA1:



Rule 3: CORRELATE  /NAME="OpenVMS_DEVICE_OFFLINE" -
/CLEAR="OpenVMS_MOUNT_VERIFICATION_COMPLETED" -
/SOLUTION="Mount verification completed.“

Sequence Number 44729

System L15S50

Subsystem DSA1:

Name OpenVMS_DEVICE_OFFLINE

Class OpenVMS

Text Device DSA1: is offline.

Priority Clear

Time stamp 10-FEB-2025 11:24:45.28

Source CockpitMgr Console Manager

Owner

Solution Mount verification completed.



Event notification

Event console GUI Web browser
Text message 
to cell phone























Notification of events via text messaging

• Various methods include:

• Sending an e-mail to your telecom service provider

• Utilizing the WCTP protocol to transmit an XML file to the telecom provider's URL

• Employing SNPP to relay information to the provider through socket programming

• Using a cellular engine

• CockpitMgr makes it easy to define which events should be sent to who and 
when.

• It's feasible to establish a DUTY schedule.



Notification of events via text messaging

• Siemens M20 cellular engine

• Connects to serial port of OpenVMS 
server or DECserver

• Reliable, but rather slow.



Paging using the  

• A small networking device that delivers 
important events via SMS.

• Can send 30 SMS messages each minute.

• Needs a SIM card to function.

• Easy setup using a web browser.







Standby cockpit

• In a disaster-tolerant environment, reliance on resources located at just one 
site is not acceptable.

• The cockpit plays a crucial role in operations. If the cockpit is lost, it is essential 
to activate the cockpit in the alternate site.

• The standby cockpit will automatically activate under the following conditions:

• If the primary cockpit fails.

• If the network connection between the two sites is interrupted.

• It is possible to manually switch between the active and standby cockpits.

• Events identified by the active cockpit are sent to the standby cockpit.

• All historical event data is accessible at both sites.



Terminal server
MP

IP port DECnet
TCP/IP

SSL SNMPget

Console 
Manager

Storage

SNMPtrap

SNMPget

SNMPtrap 
Listener

Event Console GUI Web browser Cell Phone

Perf
Agent

Security 
Agent

Logfile
Browser

SNMPtrap

Cockpit
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HW 
monitor

LAN 
Monitor

FC 
Monitor

Alpha Servers Integrity Servers

System 
Monitor

System 
Agent

Proliants

Blades

Network switches



Integration

SNMPtraps ServiceNow Zabbix



76



Integration with 

• The primary focus of ServiceNow is the management of IT 
operational events, including incidents, problems, and changes.

• CockpitMgr can be configured to upload automatically events. 

• System manager can manually upload by selecting an event in the 
Event Console









Integration with 

• Zabbix is an open-source software tool to monitor IT infrastructure

• CockpitMgr can be configured to upload automatically selected 
events to Zabbix. 





Utilities

Job Scheduler

Census: 
configuration & 

change 
management

NETDCL: remote 
command(s) 

execution
Backup



Job Scheduler

• Designed to automate and manage repetitive tasks on a node or cluster.

• Separates scheduling details, notifications, and job dependencies from the 
main task.

• Jobs run in detached or batch mode.

• Enables command file editing without deleting and resubmitting jobs.

• Supports scheduling on hourly, daily, weekly, monthly, or interval bases.

• Sends job start and completion events to the cockpit.

• Allows the creation of job trees, where execution depends on the 
successful completion of other jobs.

• Not available on VAX and pre-V7.3 Alpha systems.



END-OF-MONTH EOM-SUMMARY

BALANCE

PAYMENTS
PROFIT-LOSS

CASHFLOW

Runs last Sunday of 
every month at 02:00H



Census: Configuration and Change Management

• Configuration information is gathered from various devices, such as:
• OpenVMS systems

• Brocade Fibre Channel switches and routers

• Cisco Catalyst and Nexus switches

• Storage arrays

• Blade enclosures and VC modules

• This data is saved in XML files and compared to earlier versions to create a 
difference report

• The collected data is presented in a web browser utilizing XSLT

• The information can be correlated to identify:
• The Fibre Channel switch port connected to an HBA

• The Catalyst port linked to a NIC (CDP implementation on OpenVMS)







NETDCL

Execute one or more DCL commands on a remote system, directing the output to 
the cockpit 

$ NETDCL L15S50 SHOW SYSTEM

OpenVMS V8.4-2L1 on node L15S50 12-APR-2025 22:53:28.36 Uptime 1248 23:18:15

Pid Process Name State Pri I/O CPU Page flts Pages

2E600401 SWAPPER HIB 16 0 0 05:47:48.87 0 4

2E604002 OCI_DISP200U74 HIB 6 827926 0 00:04:47.01 2922 2123

2E620C04 DECW$TE_0C04 LEF 6 1899 0 00:00:00.81 1242 981

2E7F6405 _FTA573: LEF 4 403 0 00:00:00.51 1625 328

2E600407 CLUSTER_SERVER HIB 12 4878487 0 00:36:57.79 166 195

2E600408 SHADOW_SERVER HIB 6 6346204 0 00:11:09.85 154 195

….



NETDCL

Executing multiple commands is performed within the same process context

$ NETDCL L15S37

NETDCL L15S37> b=f$getsyi("boottime")

NETDCL L15S37> n=f$getsyi("nodename")

NETDCL L15S37> write sys$output "''n' ''b'"

L15S37 20-JAN-2025 12:18:37.00

NETDCL L15S37> exit

The last line of output is stored in a symbol

$ SHOW SYMBOL NETDCL$NETDCL

NETDCL$NETDCL = "L15S37 20-JAN-2025 12:18:37.00"



OpenVMS Backup challenges

• Use tape or tape library

• Utilize an enterprise client-server solution

• STORServer Archive Backup Client

• Dell EMC NetWorker (Legato)

• Commvault

• Veritas NetBackup

• OpenText Data Protector



Actions taken by certain customers

• Create a VMS backup to store the save set on a disk.

• Move the save set to Windows or Linux via (S)FTP.

• Utilize the enterprise backup solution from that point.

• Drawbacks:

• Involves several steps.

• Can be time-consuming.

• Requires temporary disk space for the save sets.

• Restore is only feasible after the complete save set has been downloaded.



CockpitMgr Backup & Restore

• Skip the local save set and (S)FTP upload.

• Perform backups directly from OpenVMS to OpenVMS, Windows or Linux.

• Outcome is a genuine OpenVMS backup save set.

• Utilize the enterprise backup solution from that point.

• You can restore a single file from the remote save set without needing to 
download the whole save set.

• All operations are managed from OpenVMS.



Backup Servers

Windows OpenVMSLinux

OpenVMS

$ make_backup
▪ Image backup
▪ Incremental backup
▪ Directory tree backup

$ fetch_backup
▪ Restore of a file
▪ Selection of previous versions is possible



Windows 10 laptop
Wired connection

OpenVMS

rx2620 Integrity server

Backup Server

LDA1: ~3GB

CockpitMgr Backup – The Movie



CockpitMgr V9.2 – Release June ’25

Cockpit requirements:

• VSI Alpha V8.4-2L1 or 2L2

• VSI Integrity V8.4-2L3

• X86 V9.2-3 or above

• All with VSI TCP/IP V6.0, SSL3 
and OpenSSH

Managed systems:

• OpenVMS for VAX V5.5 and above

• OpenVMS for Alpha V6.2 and above

• OpenVMS for Integrity V8.3 and above

• OpenVMS for x86 V9.2-3 

• Some limitations may apply on “very 
old” versions.



Johan Michiels, EuroVMS

johan.michiels@eurovms.com

Tel: +32-498.946.148

www.eurovms.com

mailto:johan.michiels@eurovms.com
http://www.eurovms.com/
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